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Abstract. Australia has extensive administrative health data collected
by Commonwealth and state agencies. The value of the health data is
how quickly and effectively the data can be converted into useful knowl-
edge independent of its quantity and quality. Using a unique cleaned
and linked administrative health dataset we address the problem of em-
pirically defining episodes of care. An episode of care is a time interval
containing medical services relating to a particular medical situation.
In this paper the medical situation is a hospital admission. The medi-
cal services of interest are pathology tests, diagnostic imaging and non-
invasive investigative procedures performed before or after the hospital
admission, but ‘associated’ with the hospital admission. The task can be
viewed as detecting a signal in a time series relating to a hospital admis-
sion, distinct from the background noise of on-going medical care. Our
approach uses an ensemble (panel of experts) paradigm where we imple-
ment multiple agents (alternative predictive models) to independently
estimate intervals and then combine good interval estimates using a vot-
ing scheme. The results have been used in a study for the Commonwealth
Department of Health.

Keywords: applications, knowledge discovery and data mining, machine
learning, record linkage, administrative data, health services.

1 Introduction

In collaboration with the Commonwealth Department of Health and Ageing
and Queensland Health, CSIRO Data Mining has created a unique cleaned and
linked administrative health dataset bringing together State hospital morbidity
data and Commonwealth Medicare Benefits Scheme (MBS) and Pharmaceutical
Benefits Scheme (PBS) data. The Queensland Linked Data Set (QLDS) links
de-identified, administrative, unit-level data, allowing de-identified patients to
be tracked through episodes of care as evidenced by their MBS, PBS and Hos-



pital records [1]. While the dataset is somewhat incomplete3 it is likely to be
invaluable in identifying service utilisation and cost trends and patterns in the
overall delivery of Commonwealth and State funded health care.

An ongoing central issue in health services research is how to identify the
groups of services and costs relating to a particular episode of care [2–5]. Episodes
of care are defined as: A block of one or more medical services, received by an
individual during a period of relatively continuous contact with one or more
providers of service, in relation to a particular medical problem or situation [2].
One example of the application of episodes of care is their use in measuring
the costs and services for a particular disease or condition of interest, such as
diabetes, asthma or depression.

In our application, the particular medical problem is a hospital admission
and the block of related medical services are pathology tests, diagnostic imaging
and non-invasive investigative procedures. A priori these medical services are
likely to be associated with a hospital admission rather than ongoing ambulatory
health care. These medical services are not complete, but they contain the most
expensive items in pre-admission preparation for a hospital admission and post-
discharge care.

We anchor our episode of care around a particular hospital admission. The
episode of care begins x days prior to the admission and ends at y days after dis-
charge from hospital. All related medical services received in these two intervals
are included in the episode of care. For our purposes services rendered whilst in
hospital are ignored.

Previous work using episodes of care has concentrated on one or two narrow
clinical areas. This meant that the model for estimating an appropriate episode
of care interval could be hand-crafted and clinically assessed. In contrast, our
application required episodes of care to be estimated for 666 Diagnostic Related
Groups (DRGs) covering the full range of hospital admission types.

A previous study we performed assumed fixed intervals of a 90-day pre-
admission interval and a 90-day post-discharge interval for each of the DRGs.
These fixed interval assumptions are clearly not clinically valid. For example,
the DRG for a broken femur should have a 0-day pre-admission interval (since
broken legs are not planned for) and a 40 day post-discharge interval (the average
recovery time). A delivery admission DRG for a birth will have a six-month
pre-admission time (as women typically obtain pathology tests and diagnostic
imaging six-months prior).

Time and resources do not allow for individual assessment of each of the 666
DRGs. Our solution is a robust and automatic means, based on machine learning
techniques, to identify and extract the 666 intervals for estimating episodes of
care.

3 Only some 70% of the Queensland Health hospital records have MBS identifiers
associated with them to allow matching with MBS and PBS. Further, PBS data is
notoriously difficult to match, and incomplete because until recently only Safety Net
and Concession Card holders were recorded and Safety Net records link to a family
rather than an individual.



Others have explored the problem of identifying cut-points (change-points or
segmentation). The problem arises in many applications in data mining, artifi-
cial intelligence and statistics, including segmenting time series [6], decision tree
algorithms and image processing. A range of criteria have been proposed in the
literature for determining if some time series data should be segmented into two
or more regions [7]. [8] describe the segmentation of categorical time series data
using a voting experts approach to combine evidence for segmentation bound-
aries. Interestingly, they offer the conjecture that their statistical characteristics
for finding segmentation points are domain independent and provide examples
to support this.

This paper presents our solution using data driven estimates for the DRG
episodes of care resulting from an ensemble of alternative estimation models (or
panel of experts) being combined through a voting scheme [9]. We use validation
datasets to assess the confidence intervals for our episodes of care estimates and
have obtained a preliminary clinical assessment of estimates for five of the 666
DRGs.

In Section 2 we review the data from which we determine the episodes of care.
Section 3 presents our methodology for a data driven approach to estimating
appropriate pre/post intervals for each DRG while Section 4 presents the results
and reviews the usage of the identified intervals for a study performed for the
Commonwealth Department of Health and Ageing.

2 Experimental Design

The data used for this study were extracted from the QLDS [1]. Hospital sepa-
rations (data associated with an episode in hospital) have been used to identify
admission and discharge information. For each separation all of that patient’s
relevant MBS services have been extracted and these form the basis of the service
counts and aggregated cost used in this study.

The QLDS hospital data was filtered to remove hospital separations cor-
responding to changes in admission status that do not reflect end of episode.
These records include statistical admissions and discharges as well as hospital
transfers4.

The data were also filtered to remove MBS items provided in hospital, cor-
responding to MBS item sub-groups with hospital flag set to ‘h’.

Only MBS items in the following categories are considered:

– diagnostic imaging : MBS items from 55028 to 63946, inclusive;
– pathology : MBS items from 65060 to 73811, inclusive;
– non-invasive investigative procedures: MBS items from 11000 to 12533, in-

clusive.

4 These records are identified by admission source codes 4, 6, and 11 and separation
modes 2, 6, 10, and 11.



QLDS includes 70% of the total Queensland hospital admissions. It is not
expected that this will affect our estimation of episodes of care. However, com-
paring the results here with other published Queensland data, the number of
services and total costs need to be adjusted appropriately to reflect total (100%)
service counts and costs.

3 Ensemble Methodology

We have developed a data driven technique to time-frame-adjust DRG intervals
of workup (pre-admission) and followup (post-discharge), motivated by [10]. The
approach employs a multiple experts or ensemble paradigm [9] where several
change-point estimators are employed and an averaged majority voting scheme
is used to determine the final change-points, which then define the pre/post
intervals.

A number of alternative schemes were investigated and four were finally
chosen to form the ensemble: mean and variance optimisation; regression tree;
multivariate adaptive regression splines; and multi point splines.

For each DRG a table containing a count of all pre-admission (and separately
post-discharge) MBS services in diagnostic imaging, pathology, and non-invasive
investigative procedures was constructed. Services were counted on a daily basis
over all separations for the particular DRG. These were counted up to 180 days
(6 months) pre-admission (and separately 180 days post-discharge). The daily
counts were then normalised by dividing by the number of hospital admissions
for that DRG.

The choice of 180 days pre/post was made to allow for a background pattern
of servicing to be identified and then any intervals of increased servicing could
be identified as being associated with the hospital separation.

We describe each of the four methods and then describe how the ensemble
voting method is employed to determine the final set of pre/post intervals.

3.1 Mean and Variance Optimisation

The approach here is to search for a cut point tc between T1 and T180 (T1 < tc <
T180) that partitions the 180 day period (pre or post) into two parts [T1, tc] and
[tc, T180]. The search finds the value of tc which maximises the difference between
the mean of the two partitions and minimises the variance in each partition.

The original service count data are smoothed using a moving average of 3
days prior and 3 days post and then normalised to values between 0 and 1.
Suppose then that µ1 is the normalised mean of [T1, tc] and σ1 is the standard
deviation of this interval. Similarly µ2 and σ2 for [tc, T180]. The tc chosen is that
which minimises:

1
|µ1 − µ2|

+ β(std1 + std2) (1)

The parameter β allows fine tuning of the importance of the variance with
respect to the mean. By experimentation β was set to 20.



3.2 Regression Tree

Regression trees [11] recursively partition data to build a regression model for
separate parts of the data. Rpart, the regression tree routine provided by R [12],
was used, fitting a constant model to the leaves of the tree. The splitting criterion
is based on ANOVA (performing an analysis of the variance on the data) whereby
the cut-point maximising the reduction in the squared error fit to the actual data
is chosen.

Other parameters chosen for the modelling are:

– Maximum number of splits: 3. This was chosen to limit the choice of cut-
points. Other settings could be investigated but have not been for this study.

– Minimum number of data points in a leaf node: 6. This is the default setting
for Rpart. A consequence of this choice is that it is not possible for a cut-point
to be less than 6 days from the boundaries [181, 0].

3.3 Multivariate Adaptive Regression Splines

Multivariate adaptive regression splines (MARS) is a spline fitting regression
approach where splines are fitted to distinct intervals of the data [13]. The cut
points (called knots in MARS) are searched for through an exhaustive approach,
optimising a so called loss of fit criterion. The R package [12] mda provides the
implementation of the function mars used for this analysis.

The primary parameter chosen was:

– Maximum number of terms: nk = 3. By limiting the number of models to 3
(and thus the knots or cut point candidates to 2) the choice of cut-points is
made easier.

3.4 Multi Point Splines

A series of natural splines were fitted to the data points using the R spline
function with the mean function to approximate the background level of activity
before the workup to admission from the first 100 (of 180) days of the data.

Once the splines have been fitted a search from the day of admission finds
the first spline knot (cut point) that falls below the mean value (ignoring the
knot at day 0).

The parameters chosen for the spline are:

– Number of splines: n = 51. Thus, the 360 days (pre and post period for each
DRG) is effectively split into 51 segments of approximately one week each.

3.5 Panel of Experts

Each of the modelling approaches discussed in the previous four sections iden-
tifies a pre and post interval for each of the 666 DRGs. A successful approach
in statistical modelling and machine learning has been the concept of multiple



predictive models being employed through a voting mechanism. This approach
is adopted here to combine the proposed pre and post cut points from each of
the four “experts” into single pre and post cut points for each DRG.

The method used is to select from the four proposed cut points the three
having the least variance. We then calculate the mean value of these three as
the final cut point.

4 Experimental Results

4.1 Example DRGs

We present here a small sample of DRGs to illustrate the resulting pre/post
intervals. The first example is perhaps the ‘most typical’ of the patterns found.
However there is a wide diversity of patterns that is not reflected in these example
DRGs.

Each figure plots data for 180 days prior to a hospital admission for the
specified DRG and 180 after discharge. The data plotted is the daily count
of MBS items in diagnostic imaging, pathology, and non-invasive investigative
procedures received by all patients, divided by the number of separations for the
DRG.

In Figure 1 the pre-admission interval illustrates a marked increase in MBS
activity 28 days prior to admission. The post-discharge interval of 56 days il-
lustrates some activity after the episode in hospital. The post-discharge activity
then stabilises to a new, but apparently increased, base line of activity.

Figure 2 illustrates what may be an emergency admission where there is very
little or no pre-admission MBS workup but there is a period of post-discharge
MBS followup activity. The panel of experts methodology has identified reason-
able estimations in this case.

Figure 3 shows quite a different and unusual pattern, if not unexpected for
this DRG (renal dialysis). In such cases the panel of experts approach has essen-
tially identified no particular pre-admission or post-discharge interval and has
instead used, approximately, a 90 day pre/post interval. Results for this DRG
are then similar to those produced in the previous study where 90 days was used
for all DRGs. This DRG is an example of where expert advice might estimate the
best pre/post interval to be 0, in which case the methodology could be refined
to automatically identify these situations.

Figure 4 shows another class of patterns with a long lead up time before
hospitalisation (for birth). There is clearly a lot of activity about 5 months
prior to birth, then again about 3 months prior to birth. The methodology
has identified 100 days for the pre-admission interval. Post-discharge identifies
increased activity about 1 month after discharge.



DRG 495 (n=854, pre=28, post=56)
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Fig. 1. DRG 495: Major procedures for malignant breast conditions. The estimated pre-
admission and post-discharged intervals are shown as the solid vertical lines around the
dotted central line at day 0 (day 0 essentially represents a period of time in hospital,
collapsed to a single point in the plots). The plot title indicates the DRG population
as 854 hospital separations, and the panel of experts methodology estimating a pre-
admission interval of 28 days and a post-discharge interval of 56 days.

DRG 47 (n=1917, pre=11, post=36)
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Fig. 2. DRG 47: Seizure, age < 65 without complication and/or comorbidity DRG.



DRG 572 (n=58269, pre=87, post=113)
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Fig. 3. DRG 572: Hospital admission for renal dialysis.

DRG 670 (n=5084, pre=100, post=34)
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Fig. 4. DRG 670: Cesarean delivery without complicating diagnosis.



No. of pre−admission days

F
re

qu
en

cy

0 50 100 150

0
50

15
0

25
0

Pre−Admission Interval 1995/1996

No. of pre−admission days

F
re

qu
en

cy

0 50 100 150

0
50

15
0

25
0

Pre−Admission Interval 1996/1997

No. of pre−admission days

F
re

qu
en

cy

0 50 100 150

0
50

15
0

25
0

Pre−Admission Interval 1997/1998

No. of pre−admission days

F
re

qu
en

cy

0 50 100 150

0
50

15
0

25
0

Pre−Admission Interval 1998/1999

No. of post−discharge days

F
re

qu
en

cy

0 50 100 150

0
50

15
0

25
0

Post−Discharge Interval 1995/1996

No. of post−discharge days

F
re

qu
en

cy

0 50 100 150

0
50

15
0

25
0

Post−Discharge Interval 1996/1997

No. of post−discharge days

F
re

qu
en

cy

0 50 100 150

0
50

15
0

25
0

Post−Discharge Interval 1997/1998

No. of post−discharge days

F
re

qu
en

cy

0 50 100 150

0
50

15
0

25
0

Post−Discharge Interval 1998/1999

Fig. 5. Pre-admission and post-discharge histogram for all DRGs for all 4 years.



Method Mean StdDev

dev 20.5 21.50
tree 18.17 20.06
mars 15.14 18.73
spline 14.60 9.34

vote 13.00 12.21

Table 1. Mean and standard deviation of the mean variation of different methods’
estimates across all DRGs and all years. A lower mean variation suggests that the
method is more robust to noise (changes from year to year). The combined method,
vote has the lowest mean variation. This is an advantage of an ensemble prediction
method like vote.

4.2 Episode of Care Summary Statistics

4.3 Internal Validation of Results

We tested the sensitivity of our episode of care estimation method as follows.
We applied the method to each of the four years of data. The variance of the
resulting estimates were then calculated. The resulting error bars are shown in
Figure 6.

16
0

17
0

18
0

19
0

20
0

20 40 60 80 100

days

D
R

G

Pre−ad. for respiratory MDC:  4

16
0

17
0

18
0

19
0

20
0

0 20 40 60 80 120

days

D
R

G

Post−dis. for respiratory MDC:  4

48
2

49
2

50
0

50
7

51
4

0 20 40 60 80 100

days

D
R

G

Pre−ad. for skin MDC:  9

48
2

49
2

50
0

50
7

51
4

0 20 40 60 80 120

days

D
R

G

Post−dis. for skin MDC:  9

Fig. 6. Two example MDCs and ranges of estimates for pre-admission and post-
discharge intervals over 4 years.



4.4 Clinical Assessment of Results

There were too many DRGs and not sufficient time or resources available to
obtain a clinical assessment of all our results. However, some DRGs allow a
priori judgements to be made about suitable intervals for a typical episode of
care. There is ongoing validation work involving consultation with the clinical
sub-committees responsible for various DRG areas.

5 Discussion and Conclusions

We have introduced an AI-based method for determining intervals of care rel-
evant to hospitalisation. The approach begins with aggregating counts of all
patient services prior to and after episodes in hospital. The resulting data is
effectively a time series where we are searching for a significant change in the
trends. An ensemble approach applies multiple “experts” to solve the problem in
different ways and to then combine the results using an averaged voting method.
This approach has been found to be quite effective in estimating relevant periods
of pre-admission and post-discharge services.

A key assumption underlying this research is that a single pre-admission
interval and a single post-admission interval is adequate for capturing individual
DRG episodes of care. The implication is that all patients in a particular DRG
have similar medical service utilisation patterns. This is more likely to be true for
patients from similar age-gender mixes and with similar co-morbidities. For some
DRGs patients do have similar characteristics. An obvious example is the DRG
covering births where the patients are women of child-bearing age. For other
DRGs though there is considerable diversity among the patients. Investigating
different intervals of episodes of care within a single DRG was considered outside
the scope of this application. It is an interesting area for future work.

Further validation of this approach, particularly by having the intervals au-
tomatically discovered reviewed by panels of relevant clinicians, is under way.
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